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Research summary:  

A recent study by Fitza argued that the prior estimates of the CEO effect are conflated with 
events outside the CEO’s control, are largely the result of random chance, and that the true CEO 
effect is smaller than has been previously estimated. We suggest that the empirical methodology 
employed by Fitza to support these claims substantially overstates the ‘random chance’ element 
of the CEO effect. We replicate Fitza’s findings, highlight methodological issues, offer 
alternative conclusions, and, using multi-level modeling, suggest that his analyses 
mischaracterize the CEO effect.  
 

Managerial Summary:  

Scholars and practitioners have debated for decades about the relative importance of CEOs and 
the magnitude of the impact they have on firm outcomes. Clearly, decisions related to 
compensation, retention or termination, and leadership development all hinge on the assumptions 
made about the relative impact corporate leaders have on firm performance. Responding to 
earlier work that claimed the ‘CEO effect’ was greatly exaggerated in past work and likely quite 
small, this study seeks to reaffirm the significant impact CEOs have on firm outcomes.  

 

INTRODUCTION 

There is a long history of debate centered on how much impact CEOs have over the outcomes of 

the organizations they lead (Chandler, 1962; Hambrick & Finkelstein, 1987; Hannan & Freeman, 

1977; Mackey, 2008; Quigley & Hambrick, 2015; Salancik & Pfeffer, 1977). Starting with 

Lieberson and O’Conner (1972), a series of studies have sought to quantify the ‘CEO effect’, 

frequently arguing that prior studies have over- or under-estimated the ‘true’ effect while seeking 

to demonstrate that a new approach better captures the underlying phenomenon (Fitza, 2014; 

Hambrick & Quigley, 2014). Like all empirical studies, this body of work relies on association, 

not necessarily causality.  Nevertheless, the plurality of prior work is suggestive of a causal link 

with estimates of the CEO effect most frequently near 15% (For a review, see Hambrick & 

Quigley, 2014; Mackey, 2008 ; also see Hambrick & Quigley, 2014 for an approach that 

estimates a signifcantly larger CEO effect). Calling this consensus into question, however, Fitza 
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(2014) argued that prior estimates of the CEO effect are conflated with events outside the CEO’s 

control and largely the result of random chance. Fitza suggests that when this random chance is 

accounted for, ‘the effect CEOs have on company performance that can clearly be distinguished 

from the effect of chance is between 3.9 and 5.0 percent’ (2014:1847).  

 We believe that the empirical methodology Fitza employed, however, substantially 

overstates the ‘random chance’ element of the CEO effect. By extension, Fitza’s conclusions 

underestimate the true impact CEOs have on organizational performance. There are two reasons 

for this. First, Fitza based his conclusions on an incomplete assessment of the quality of the 

ANOVA models used in his analysis. Specifically, full consideration of model fit statistics, 

adjusted R-squared in particular, suggests his findings are not properly interpreted. Second, Fitza 

draws his conclusions using ANOVA, a method that has been shown to be problematic when 

data are nested (Bliese & Hanges, 2004; Crossland & Hambrick, 2011; Misangyi et al., 2006). 

Using multi-level modeling (MLM), which is more appropriate in this context given the nested 

nature of the data (as we explain in detail below), we find substantially different results.  

 We address these issues by first replicating Fitza’s findings using firm performance data 

from Compustat, which we refer to as ‘Compustat data’, and with data where ROA is 

randomized (following Fitza’s approach) across CEOs and years, which we refer to as ‘simulated 

data’ (we explain these techniques in detail below). Our results suggest that evaluating the fit of 

Fitza’s models using Compustat and simulated data provide for alternative conclusions that are 

more consistent with prior results of CEO effects studies. Next, we re-analyze the Compustat and 

simulated data using MLM. This method has been used in a number of studies seeking to 

understand the relative impact of factors that affect firm performance (Crossland & Hambrick, 

2011; Hough, 2006; Misangyi et al., 2006) and, unlike ANOVA, which was the methodology 
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employed in the Fitza (2014) study, it is designed to account for and remain robust to the 

challenges of data with an inherently nested structure (Klein & Kozlowski, 2000; Raudenbush & 

Bryk, 2002). Using this method our results show that the CEO effect using Compustat data is 

approximately 22%, which is comparable to the results of the most recent CEO effects study 

using MLM (Quigley & Hambrick, 2015). We also use MLM to reanalyze the simulated data 

and find a CEO effect of 0.1%, which, we assert, is to be expected when employing a randomly 

generated dependent variable. Our study thus contributes to research on the CEO effect by 

reconciling findings regarding the impact CEOs have on their firms. 

Background 

Management scholars have long sought to understand the magnitude of impact leaders have on 

their organizations. Properly estimating the ‘CEO effect’, or the proportion of variance in firm 

performance that can be attributed to CEOs, is foundational to the field of strategic management. 

Indeed, multiple domains within strategic management are strongly influenced by the answer to 

this question. For instance, properly understanding the CEO effect has important implications for 

corporate governance research, in terms of how CEOs are evaluated, rewarded, and retained or 

dismissed, and in the policy and regulation of how management are overseen. Further, research 

streams ranging from strategic change, diversification, exploration and exploitation, upper 

echelons, executive reputation, and so on could all be informed by a clear and definitive answer 

to this important question – how much do CEOs really matter? 

For more than 40-years, research has employed various variance partitioning 

methodologies (VPM) to calculate the CEO effect. Conceptually, the CEO effect is estimated 

after isolating the effects of contextual factors, namely yearly macro-economic trends (‘year 

effect’), industry trends (‘industry effect’), and firm trajectory (‘firm effect’). A larger CEO 
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effect arises when many individual CEOs deliver distinctive performance by deviating, 

positively or negatively, from the expectations driven by contextual factors. Figure 1 

demonstrates this with three hypothetical CEOs. To simplify, we include a line at the mid-point 

of the y-axis representing ‘the context’ or the performance one might expect from any given 

CEO based on conditions in a given calendar year and industry as well as firm history. All things 

being equal, this ‘context’ line indicates we would expect an average CEO to deliver a 

performance of 6. CEO 1 delivers performance largely in line with that expectation. If a sample 

of CEOs contained numerous individuals that looked like CEO 1, we would observe a small or 

statistically insignificant CEO effect. In contrast to this, CEOs 2 and 3 delivered performances 

over their tenures that systematically deviated from expectations – one positively and one 

negatively. If our sample included many CEOs that looked like these two, we would observe a 

large CEO effect.  

*** Insert Figure 1 About Here *** 

Empirically, the measurement of these effects are typically undertaken using large panel 

datasets with firm performance, most often return on assets (ROA), as the dependent variable 

and a series of dummy variables representing calendar years, industries, firms, and CEOs. The 

analysis generally begins with the entry of calendar year variables and continues with entry of 

industry, firm, and, finally, CEO. At each level, the R-squared is calculated and any incremental 

gain at a given level is attributed to that factor. Crossland and Hambrick’s (2007) results typify 

the prevailing findings in this stream. Using ANOVA, their models attributed 3.6% of the 

variance in ROA to the year effects; 11.8% to industry effects; 19.1% to firm effects; and 13.4% 

to CEO effects, with the remaining 47.9% unexplained.   

 Calling these and related findings into question, Fitza argued that prior estimates of the 
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CEO effect were artificially inflated as the result of random variance because ‘studies attribute 

all performance differences that coincide with different CEO tenures to the CEO (after a 

company’s industry, the year of measurement, and fixed company effects are controlled for)… 

[and in] doing so, these studies also attribute the effect of chance, of randomness to the CEO’ 

(Fitza 2014: 1840). His argument was based on a two-step analysis. First, actual firm 

performance data from Compustat, or the ‘Compustat data’, and ANOVA, he found a CEO 

effect in his sample of 17.7%, which is consistent with prior work. Next he replaced the 

dependent variable with the ‘simulated data’, where return on assets (ROA) was replaced with a 

randomly generated number from a normal distribution having the same mean and standard 

deviation as the archival data from Compustat. He then repeated the analysis using the simulated 

data as the dependent variable. The underlying nested structure created by all other data (namely 

the dummy variables representing year, industry, firm, and CEO) remained unchanged. Since the 

outcome variable in the simulated data was randomly generated, one would expect the resulting 

CEO effect to be zero. Surprisingly, however, with simulated data as the dependent variable, the 

measured CEO effect averaged 13.3% across 100 simulated trials (90% confidence interval of 

12.8-13.8%).  

Drawing on these results, Fitza argued that ‘13.3 percent represent[s] the statistical 

artifact by which the CEO effect is inflated by the effect of randomness’ (2014: 1845). He 

further notes that ‘any CEO effect that is below 13.3 percent cannot be distinguished from the 

effect of random chance’ (1845) and ‘given the confidence interval, to be statistically 

significantly different (with a p of < 0.05) from randomness, a measured CEO effect needs to be 

larger than 13.8% [the upper end of the 90% confidence interval]’ (1845).  Subtracting this 

baseline (13.8%) from the initial result of 17.7% yields a CEO effect ‘that is statistically 
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significant over the effect of randomness’ of 3.9%. Fitza concluded that ‘past variance 

decomposition studies on the so-called CEO effect result in inflated CEO effects’ (1849).  

 

METHODS 

Replication of Fitza and an alternative analysis 

We believe and demonstrate that the approach taken by Fitza overstates the ‘random chance’ 

element of the CEO effect primarily by misinterpreting the ANOVA results and ignoring key 

diagnostics from models using simulated data. To explore these issues, we first construct a 

sample with actual data from Compustat and Execucomp and recreate Fitza’s findings using 

Compustat and simulated data. Using these results, we highlight problems with Fitza’s 

interpretations. We then apply a different, and we argue more appropriate, methodological 

approach before presenting our alternative findings and conclusions.  

Sample 

Our sample was created following the process outlined by Fitza (2014). Namely, we began with 

all CEOs in the Execucomp database from 1993-2012. We removed financial institutions (SIC 

codes beginning with 6) and government and unclassified industries (SIC codes begging with 9); 

removed firms having only one CEO over the entire sample; removed firms with less than $20 

million in assets; and removed firm-years where ROA was above the 99th or below the first 

percentile of the sample. Different from Fitza, however, we also removed CEOs who served just 

one year as their effects are perfectly predicted by their CEO dummy and, as a result, artificially 

inflate the CEO effect (below we highlight the impact this has on the Compustat and simulated 

samples). Like Fitza, our dependent variable, ROA, was calculated after eliminating 

extraordinary items. Further, we created one hundred randomized ROA variables selected from a 
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normal distribution using the same mean and standard deviation of the Compustat sample (mean 

of 4.10, standard deviation of 13.72)1. We then generated dummy variables representing each of 

the calendar years, industries, firms, and CEOs in the sample.  

RESULTS 

Replicating Fitza using ANOVA 

Table 1 provides descriptive statistics for the samples as well as comparisons to samples used by 

Fitza. The number of firm-years, industries, and firms as well as the mean and standard deviation 

for ROA are all comparable to Fitza (2014)2. Detailed results of our replication ANOVA models 

are provided in Table 2, while the results of our MLM analyses are offered in Table 3. For ease 

of comparison across models, Table 4 provides a summary of Fitza’s reported results, our 

replication of those findings, and our additional analyses.  

Columns 1 and 2 in Table 4 compare Fitza’s ANOVA results with our replication using 

Compustat data. The reported effect sizes are similar. Specifically, as shown in Column 1, Fitza 

reported a CEO effect of 17.7% and we report a CEO effect of 18.0% in Column 2. Columns 3 

and 4 compare average results from 100 trials that employed the simulated data for the 

dependent variable (ROA). Here our reported CEO effect is somewhat smaller than Fitza’s. 

Specifically, Fitza reported a mean CEO effect across 100 random samples of 13.3% while our 

mean effect across 100 trials was 11.0% – a difference of 2.3 percentage points. As noted earlier, 

our sample differed from Fitza’s in one important way – we removed CEOs that served just a 

                                                           
1 We repeated our analysis with simulated data using the exact mean and standard deviation reported by Fitza and 
the results were the same.  
2 We are alert to the fact that our count of CEOs is nearly 1000 more than reported by Fitza (2014) and that it would 
be higher still had we included single-year CEOs, as Fitza did. After extensive evaluation, we believe Fitza’s 
reported number is likely a typographical error. First, it seems infeasible that we replicated all other aspects of the 
sample within +/-3% yet have such a large difference (37%) in CEO count. Second, as noted in the description of 
the sample formation process, firms with just a single CEO over the entire 20-year sample must be dropped as their 
effect would be indistinguishable from the firm effect. By extension, this means the CEO count must be, at 
minimum, double the number of firms. As shown in Table 1, Fitza reports just 1.85 CEOs per firm, which is why we 
attribute this reported CEO count as a typographical error.  
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single year. When we added these CEOs back into the sample, we found a CEO effect in the 

simulated data of approximately 13.0%, nearly identical to the 13.3% shown by Fitza. By 

comparison, in the Compustat data, including single year CEOs increased the CEO effect to 

19.5% (suggesting an approximately 2% increase as a result of including single year CEOs in the 

sample). In short, while our samples are slightly different, our results are comparable to Fitza’s 

(2014) in both the Compustat and simulated data3.    

*** INSERT TABLES 1, 2, 3, & 4 ABOUT HERE *** 
 
 With comparable results to Fitza’s using ANOVA, we now turn our attention to the 

various model specification tests. We first consider model significance. As shown at the bottom 

of Column 1 in Table 2, the ANOVA using Compustat data is statistically significant (p<0.000), 

while, as shown in Column 4, the average of the results from 100 trials using simulated data is 

not statistically significant (mean p=0.483). Though not reported, the same can be said for each 

set of categorical variables in the model – in all cases each variable is statistically significant in 

the Compustat data, but is not statistically significant using the simulated data. This lack of 

statistical significance for each category using the simulated data means the variance explained 

by them is unlikely to differ from zero. 

We next considered the variance explained by each model. Past CEO effects studies 

typically consider only the incremental R-squared as each level of predictor is entered into the 

model (this value can alternatively be obtained by dividing the sum-of-squares for a particular 

level by the total sum-of-squares). However, related variance decomposition studies that use 

ANOVA to consider how corporate parents, business units, and industry membership impact 

performance have routinely considered adjusted R-squared as well (e.g., Hough, 2006; Rumelt, 

                                                           
3 As a robustness check, we repeated all of our reported analyses using a sample that included single-year CEOs. 
While reported CEO effects were always approximately two percentage points higher, the conclusions drawn 
remained substantively unchanged.  
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1991). As reported in Column 2 of Table 4, using Compustat data, the R-squared, or proportion 

of total variance explained by the model is 55.6%, while the adjusted R-squared is 46.0%, a 

decline of 9.6 percentage points. Column 4 shows the model R-squared for the simulated data is 

18.0%, while the adjusted R-squared is 0.0%. This difference is worth noting because R-Squared 

values increase, or, at least, cannot decrease, with each additional predictor, even if model fit is 

not improved. Adjusted R-squared, however, corrects for this. Adjusted R-squared only increases 

when new terms added improve the model’s predictive power beyond chance and beyond the 

cost, in degrees of freedom, of the additional terms (Kennedy, 2003). Thus, when we examine 

the incremental adjusted R-squared (Table 2) at the CEO-level using the Compustat data we find 

a statistically significant impact of 13.0% (see Column 3, Table 2). This stands in contrast to the 

incremental adjusted R-squared of 0.0% using the simulated data (see Column 6, Table 2).  

Alternative approach: Multilevel modeling 

While ANOVA has been the most frequently used method for assessing the CEO effect 

(Crossland & Hambrick, 2007; Lieberson & O'Connor, 1972; Mackey, 2008), its use has been 

called into question. First, with ANOVA, the ordering of variable entry can have a significant 

impact on the reported effect sizes (Bowman & Helfat, 2001; Brush & Bromiley, 1997; Weiner, 

1978). For example, entering the CEO variables into our ANOVA models first yields a CEO 

effect of 52.8% in the Compustat data and approximately 18.0% in the simulated data (though 

adjusted R-squares were 43.7% and 0.0% respectively). More importantly, a key assumption of 

ANOVA is that various categorical data (and their associated error terms) are independent 

(Bliese & Hanges, 2004). In our data, however, roughly 14% of the variance in ROA is shared 

across the four levels of predictors. To address this, recent CEO effects studies (Crossland & 

Hambrick, 2011; Hambrick & Quigley, 2014; Quigley & Hambrick, 2015) and related studies 
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assessing the importance of business segments and corporate parents versus industry effects 

(Hough, 2006; Misangyi et al., 2006), have adopted multilevel modeling (MLM).  

As a brief summary of the method, calculating CEO effects with MLM entails estimating 

two models (we used xtmixed in STATA 12.1). The first, referred to as the unconditional model 

(Hough, 2006; Misangyi et al., 2006; Raudenbush & Bryk, 2002), is a 3-level model with yearly 

CEO performances nested within firms, and firms nested within industries. A second model then 

incorporates calendar year effects at the lowest level. The variance estimates from the second 

model are used to calculate the relative effect sizes by dividing the variance component for 

industry, firm, and CEO by the total from the unconditional model. The remaining difference, 

caused by the addition of calendar years to the second model, represents the year effect (For a 

detailed description of the use of MLM for this purpose, see: Hough, 2006; Misangyi et al., 

2006).  

 Details from these models are provided in Table 3, while Columns 5 and 6 of Table 4 

summarize these results and provide a comparison to the various ANOVA models reported 

earlier. Column 5 in Table 4 shows that with MLM the CEO effect was 21.8% in the Compustat 

data (models were statistically significant with p < 0.000), which is in line with the most recent 

studies using MLM (Hambrick & Quigley, 2014; Quigley & Hambrick, 2015). In contrast, when 

MLM was applied to the simulated data, as shown in Column 6, the mean CEO effect across 100 

trials was 0.1% and the models were not significant (mean p=0.827). In short, MLM provides 

results consistent with the expectations we have for each dataset: with Compustat data, we see a 

substantial CEO effect that is similar to that found in prior studies and somewhat larger than 

reported with ANOVA models; with a simulated (randomized) dependent variable, where we 

would not expect to find a CEO effect, we, in fact, find an effect size of essentially zero (0.1%).  
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DISCUSSION AND CONCLUSION 

We aimed to achieve one objective in our study – to accurately estimate the CEO effect, which 

refers to the impact CEO’s have on organizational outcomes. As we noted in our introduction, 

this is one of the most fundamental research questions in strategic management scholarship. 

Indeed, properly estimating the CEO effect has implications for researchers who study corporate 

governance, the resourced-based view of organizations, dynamic capabilities, mergers and 

acquisitions, as well as numerous other topics. Properly understanding the CEO effect also has 

implications for practitioners in terms of properly evaluating and compensating executives. 

Using multi-level modeling we find a CEO effect of 21.8 percent.  

 Our findings are in contrast to a recent study that estimated a much smaller CEO effect. 

Specifically, Fitza (2014) asserted that the properly estimated CEO effect, ‘is between 3.9 and 

5.0 percent’ (1847). We demonstrated that these findings overlooked the overall poor fit of the 

ANOVA models used to arrive at these conclusions and also that using a more appropriate 

statistical technique, multi-level modeling, provided quite different results.  

Our study highlights the importance of interpreting adjusted R-squared, which has two 

implications. First, this shows that Fitza's interpretation of results using randomized simulated 

data was not appropriate. Second, it also means that prior CEO effects research using ANOVA 

overstated the reported CEO effect as well (and not just that for CEOs, but for year, industry, and 

firm as well). Nevertheless, these prior studies used Compustat data and found effects that were 

presumably significant as demonstrated by our replication. Beyond that, our study also brings 

attention to the emergence of MLM as an analytical technique that can more appropriately model 

the CEO effect in the nested data structures inherent to this phenomenon. 

While our findings stand in contrast to Fitza’s, it is important to acknowledge and discuss 
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some of the compelling issues raised by his efforts. Most notably, Fitza argued the CEO effect is 

inflated by two factors – a ‘statistical artifact’ caused by the statistical method and also random 

chance driven by the fact that ‘these studies attribute all performance differences that coincide 

with different CEO tenures to the CEO’ (Fitza, 2014:1840). While we believe the use of MLM 

largely rules out inflation caused by statistical artifact, we have not addressed his second claim 

that the CEO effect can be inflated by events that, through happenstance, exactly correspond to a 

given CEO’s tenure. As Fitza rightly pointed out, ‘random events that coincide with the tenure of 

one CEO and that cannot be attributed to the industry or the general (annual) economic 

conditions will be attributed to that CEO’ (Fitza, 2014:1842) and would inflate the CEO effect. 

For example, one can imagine a new CEO benefitting from a new product developed under a 

former CEO but launched under the tenure of a new CEO. Or, like Mary Barra, who inherited the 

ignition recall at GM, a CEO might be burdened by lawsuits related to decisions made years ago, 

nullifying what otherwise may have been distinctly superior performance. Referring back to 

Figure 1, these types of ‘(un)lucky’ events might make CEO 1 look, instead, like CEO 2 or 3 

purely by (bad) luck rather than any meaningful impact by the current CEO. While this is 

certainly a concern, the exact opposite phenomenon might also exist. That is, Fitza’s arguments 

seem to presume that there are many potential random factors that artificially create systematic 

variance that results in distinctively performing CEOs (that is, events that drive up the CEO 

effect by turning CEO 1 in Figure 1 into CEO 2 or CEO 3). However, it seems just as likely that 

some CEOs might, left to their own devices, deliver truly distinctive performance (like CEO 2 or 

3) but have their ‘true’ impact muted by these same random occurrences. That is, the same 

random process that might boost the CEO effect could also reduce it by making CEOs 2 or 3 

from Figure 1 look like CEO 1 instead.   
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In short, we agree that Fitza’s efforts to highlight the impact of stochastic processes are 

important. But, unless these forces disproportionately enhance rather than inhibit the likelihood 

of distinct performances over a CEO’s tenure, it seems most likely that, over a large number of 

CEOs, these random effects would cancel each other out. As this remains a challenging issue for 

numerous research streams, it remains a ripe area for future theoretical and empirical work.  

Fitza also argued that variance decomposition works best when we have many 

observations per entity. While MLM enhances the robustness of variance decomposition, 

relatively short CEO tenures dictates this will remain a challenge for studies that employ this 

methodology. Finally, echoing Lieberson and O’Conner’s (1972) original work in this area, Fitza 

also reminds us of the potential differences found when incorporating a lag structure into the 

analysis. Similar to Fitza, our own analysis (not reported) shows a slight increase in the 

measured CEO effect (using MLM) when performance is lagged one-year. The CEO effect 

declines substantially for two- and three-year lags. Regardless of the results, additional 

theoretical and empirical efforts are needed to better disentangle if and how much of the initial 

period of a CEO’s tenure should be credited to former versus current CEO. 

Since Lieberson and O’Conner (1972) first studied the CEO effect more than 40 years 

ago, scholars from various perspectives have fiercely debated the relative importance of leaders. 

While those from the strategic management and choice perspective have highlighted the 

importance of CEOs and the impact they can have through planning and decision making (Child, 

1972, 1997; Hambrick & Mason, 1984; Miles & Snow, 1978) others have highlighted their 

limited potential for impact as a result of institutional pressures, resource constraints, and inertia 

(DiMaggio & Powell, 1983; Hannan & Freeman, 1977; Haveman, 1993) . In many ways, this 

argument has evolved to a common understanding that the potential for impact is contingent on a 
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variety of factors. For example, Hambrick and Finkelstein (1987) introduced the conception of 

managerial discretion highlighting that a CEO’s latitude of action is a function of contextual 

conditions in the external environment and firm as well as the psychological traits of the leader. 

Empirical research has shown that consideration of managerial discretion helps explain, among 

other things, the impact of CEOs across national settings (Crossland & Hambrick, 2007, 2011), 

the magnitude of CEO pay (Finkelstein & Boyd, 1998), and the amount of strategic change 

undertaken by a firm (Peteraf & Reed, 2007; Quigley & Hambrick, 2012).  

While progress has been made, empirical evidence incorrectly concluding that the CEO 

effect is trivial could stifle consideration of the important ways leaders impact their 

organization’s outcomes. With our findings here, as well as a preponderance of prior research 

evidence pointing to a non-trivial (Mackey, 2008; Wasserman, Anand, & Nohria, 2010), growing 

(Quigley & Hambrick, 2015), and perhaps even more substantial (Hambrick & Quigley, 2014) 

CEO effect that varies across national settings (Crossland & Hambrick, 2007, 2011), we believe 

it is time to move on from the debate regarding the existence of a CEO effect and instead focus 

on the factors that drive differences in the effects CEOs have on their firms. To that end, we 

agree with Blettner, Chaddad, and Bettis who highlighted that ‘the CEO performance effect is 

determined in aggregate by a complex set of interdependencies’ (2012:994). They further point 

to a number of empirical and theoretical challenges relating to the ‘fit’ amongst these factors that 

must be solved in order to garner a more thorough understanding of when and how leaders 

impact their organizations. With our findings affirming the existence of a sizable CEO effect, we 

hope greater attention will now focus on these broader, but more complex, issues regarding CEO 

and firm performance.  
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Figure 1:  
How Individual CEOs Contribute to the CEO Effect 

 

 
Table 1: 

Descriptive Statistics – Compustat versus Simulated data 
 1 2 

 
Fitza This Study 

Total firm-years 19746 20348 
Industries 220 213 
Firms 1425 1399 
CEOs 2634 3627 
CEO per Firm 1.85 2.59 
Mean ROA   

Compustat data 3.864 4.10 
Compustat data after dropping at 1/99th percentile 

 
4.63 

Simulated data5  4.10 
Simulated data after dropping at 1/99th percentile5  4.09 

ROA - Standard Deviation   
Compustat data 13.264 13.72 
Compustat data after dropping at 1st & 99th percentile 

 
7.64 

Simulated data5  13.72 
Simulated data after dropping at 1/99th percentile5  12.83 

 

                                                           
4 Mean and SD for Fitza taken from footnote 9.  
5 Simulated data descriptive statistics reflect average from 100 randomly created samples 

0
2
4
6
8

10
12

1 2 3 4 5 6

Pe
rf

or
m

an
ce

 

Year 

CEO 2 

CEO 3 

CEO 1 
   ‘Context’ 



Running head: Reaffirming the CEO effect is significant 

20 
 

Table 2:  
ANOVA Replication Results 

 1 2 3 4 5 6 

 
Compustat data Simulated data6 

 
Sum of Squares 

Incremental  
R-Squared 

Incremental Adjusted  
R-Squared Sum of Squares 

Incremental  
R-Squared 

Incremental Adjusted  
R-Squared 

Year 29649.701 2.5% 2.4% 3266.789 0.1% 0.0% 
Industry 111019.588 9.3% 8.4% 34975.794 1.0% 0.0% 
Firm 306866.324 25.8% 22.2% 195026.274 5.8% 0.0% 
CEO 213293.920 18.0% 13.0% 368583.503 11.0% 0.0% 
Residual 526651.911 

  
2747956.815 

  Total 1187481.444 55.6% 46.0% 3349396.008 18.0% 0.0% 
 

Model Statistics  
 

 
 F-statistic 5.750 

  
1.001 

  P-value 0.000   0.483   
 

Table 3: 
Multi-Level Model Results 

 1 2 3 4 5 6 

 
Variance Estimates Variance Estimates Variance Explained 

 
Unconditional Models Models Incorporating Year Effects 

 
 

Compustat  Simulated6  Compustat  Simulated6 Compustat  Simulated6 
Year     1.6% 0.1% 
Industry 2.759 0.034 2.867 0.034 4.6% 0.0% 
Firm 11.681 0.126 13.258 0.129 21.1% 0.1% 
CEO 14.817 0.177 13.720 0.179 21.8% 0.1% 
Residual 33.575 187.972 31.975 187.779 50.9% 99.7% 
Total 62.832 188.308     
Chi2 5741.453 0.987 6128.895 0.944 

  P-value 0.000 0.821 0.000 0.827 
   

                                                           
6 Average of 100 trials 
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TABLE 4:  
Results Comparison 

 
1 2 3 4 5 6 

 

Fitza - 
Compustat 

ANOVA 

This study - 
Compustat 

ANOVA 

Fitza - 
Simulated 
ANOVA7,8 

This Study - 
Simulated 
ANOVA8 

This Study - 
Compustat 

MLM 

This Study - 
Simulated  

MLM8 
Year Effect 2.0% 2.5% 0.1% 0.1% 1.6% 0.1% 
Industry Effect 7.3% 9.3% 1.2% 1.0% 4.6% 0.0% 
Firm Effect 33.4% 25.8% 7.3% 5.8% 21.1% 0.1% 
CEO Effect 17.7% 18.0% 13.8/13.3%7 11.0% 21.8% 0.1% 
Unexplained 39.6% 44.4% 77.6% 82.0% 50.9% 99.7% 
R-Squared/Variance Explained 60.4% 55.6% 22.4% 18.0% 49.1% 0.3% 
Adjusted R-Squared (ANOVA) Not reported 46.0% Not reported 0.0% n/a n/a 
Model p-value Not reported 0.000 Not reported 0.483 0.000 0.827 

 

                                                           
7 Fitza reports the upper range of the 90 percent confidence interval from the 100 random trials for each level. His mean CEO effect as 13.3%. While our 
discussion is based on the mean CEO effect, using the upper limit has no substantive impact on the results. 
8 Average of 100 trials 


